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Abstract
Background: The COVID-19 pandemic was accompanied by a barrage of false, misleading, and manipulated information
that inhibited effective pandemic response and led to thousands of preventable deaths. Recognition of the urgent public health
threat posed by this infodemic led to the development of numerous infodemic management interventions by a wide range of
actors. The need to respond rapidly and with limited information sometimes came at the expense of strategy and conceptual
rigor. Given limited funding for public health communication and growing politicization of countermisinformation efforts,
responses to future infodemics should be informed by a systematic and conceptually grounded evaluation of the successes and
shortcomings of existing interventions to ensure credibility of the field and evidence-based action.
Objectives: This study sought to identify gaps and opportunities in existing infodemic management interventions and to
assess the use of public health frameworks to structure responses to infodemics.
Methods: We expanded a previously developed dataset of infodemic management interventions, spanning guidelines,
policies, and tools from governments, academic institutions, nonprofits, media companies, and other organizations, with 379
interventions included in total. We applied framework analysis to describe and interpret patterns within these interventions
through their alignment with codes derived from 3 frameworks selected for their prominence in public health and infodemic-
related scholarly discourse: the epidemiological model, the socioecological model, and the environmental health framework.
Results: The epidemiological model revealed the need for rigorous, transparent risk assessments to triage misinformation.
The socioecological model demonstrated an opportunity for greater coordination across levels of influence, with only
11% of interventions receiving multiple socioecological codes, and more robust partnerships with existing organizations.
The environmental health framework showed that sustained approaches that comprehensively address all influences on the
information environment are needed, representing only 19% of the dataset.
Conclusions: Responses to future infodemics would benefit from cross-sector coordination, adoption of measurable and
meaningful goals, and alignment with public health frameworks, which provide critical conceptual grounding for infodemic
response approaches and ensure comprehensiveness of approach. Beyond individual interventions, a funded coordination
mechanism can provide overarching strategic direction and promote collaboration.
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Introduction
Background
The COVID-19 pandemic entailed an outbreak not only
of viral illness but also of viral rumors. This so-called
infodemic, defined by the World Health Organization as
an overabundance of accurate and inaccurate information
[1], had tangible public health consequences. As of April
2022, 24% of COVID-19 mortality, or 234,000 deaths, was
vaccine-preventable [2], and misinformation and disinforma-
tion cost the United States between US $50,000,000 and US
$300,000,000 each day during the pandemic in health care
spending and economic losses [3]. These impacts demonstra-
ted the necessity of addressing misinformation as part of
public health responses [4].

A wide range of stakeholders globally including govern-
ments, nongovernmental organizations, academic institutions,
professional societies, and technology companies rapidly
developed and deployed a large number of interventions
to mitigate the perceived harms of the infodemic. These
interventions varied substantially in their foci and impacts
and addressed both the infodemic itself and the social
problems related to the infodemic, such as vaccine hesi-
tancy and institutional distrust. For example, in the New
York City Department of Health and Mental Hygiene, the
misinformation response unit disseminated culturally specific
communication materials in response to emerging web-based
COVID-19 rumors through partnerships with community
organizations [4]. YouTube and Google also prioritized
credible health information sources in search results based
on criteria developed by organizations including the World
Health Organization, the National Academy of Medicine, and
the Council of Medical Specialty Societies [5,6].

Given the inevitability and growing threat of future
infodemics, it is critical to learn from the successes and
shortcomings of the growing body of infodemic management
interventions. Prior studies have evaluated the effectiveness
of these interventions, their fundamental characteristics, and
the psychological concepts underlying them [7-9]. However,
these studies were limited in the scope of interventions
examined, only considered 1 framework, or focused on
individual-level factors. Little research has explored the areas
of emphasis, both intended and unintended, and strategies
revealed and gaps left by these interventions in aggregate.
Such an analysis is needed to provide funders, government
agencies, public health leaders, and other stakeholders that

set priorities for infodemic responses with insights to inform
proactive, sustainable, and coordinated efforts that effectively
use limited resources. Given increasing politicized attacks on
public health and misinformation research in recent years,
it is particularly important to avoid infodemic management
practices that lead to or exacerbate public mistrust. For
example, in the United States, Republicans are disproportion-
ately likely to consider the removal of false articles on social
media, a key component of Facebook’s COVID-19 misinfor-
mation policy [10], to be censorship [11].

In public health, conceptual frameworks serve as lenses
that systematically illuminate gaps, patterns, and opportu-
nities in programs and policies [12-14]. Frameworks are
not exhaustive or mutually exclusive, and multiple frame-
works are necessary to comprehensively interrogate complex
topics. Applying public health frameworks to infodemic
interventions offers an opportunity to explore their theoretical
foundations and inform the design of future interventions.
Certain public health metaphors, particularly analogies to
epidemics of disease, are frequently invoked in and often
dominate discussions of misinformation in academia and
public media. However, the use of these frameworks and
the validity of their underlying assumptions in this setting
have yet to be rigorously evaluated [15]. As a result, other
promising mechanisms of impact supported by alternative
paradigms may be overlooked [15]. In the following sections,
we outline the 3 frameworks applied in this study and their
applications to infodemics. These frameworks were selected
because they are well established in public health or are
often referenced, implicitly or explicitly, in infodemic-rela-
ted discourse. Public health frameworks were prioritized to
reflect the growing application of public health perspectives
to address misinformation during the pandemic.
Epidemiological Model
Epidemiological models describe the spread of disease over
time within a population. The epidemiological model frames
misinformation as a contagion (Figure 1) [16]. As the
epidemiological model is currently a dominant paradigm in
discourse about misinformation [15], it is critical to assess
how well suited previously developed interventions are to
this model. Areas of engagement in the information ecosys-
tem are drawn analogously from responses based on public
health approaches to infectious diseases: social listening, risk
assessment, response, and prevention [17]. Risk assessment
can take place either as a one-time evaluation or a continuous
assessment at various points along the epidemiological curve.
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Figure 1. Epidemiological model.

Socioecological Model
The socioecological model illustrates the health impacts of
various components of society and the environment (Figure
2) [18]. Given its widespread application in health promo-
tion and public health [19-22], it is important to evaluate
its use in health misinformation. Counterinfodemic activities
fit within this paradigm as the information environment is
an increasingly recognized determinant of health influenced

at multiple levels, from clinical interactions to social media
regulation [23]. This perspective indicates a need to compre-
hensively target misinformation throughout the socioecolog-
ical spectrum [8], reflected in the US Surgeon General’s
“whole of society” response to misinformation [24,25] and
reports from the World Health Organization and other public
health experts [26,27].

Figure 2. Socioecological model.

Environmental Health Framework
Environmental health is an area of public health focused
on the health impacts of the natural and built environment.
Despite its decades of use, the term “information environ-
ment,” previously defined as the space where people receive
and process information to make sense of the world [28,29],
has only recently been applied to misinformation. In national
defense, it was conceptualized to facilitate (often clandestine)
information operations [30]. Political science literature has
examined to what extent the information environment is
conducive to political knowledge, civil discourse, and other
democracy-relevant outcomes [31]. In both instances, the

implied orientation of the information environment is toward
information producers, rather than information consumers.

Environmental analogies about health-related information
challenges have expanded, as scholars have alluded to the
toxic effects of a polluted media environment [32,33]. In
2021, the US Surgeon General included the subtitle “Building
a Healthy Information Environment” in his special advisory
on misinformation [24]. The New York City Commissioner
of Public Health, Ashwin Vasan, and the New York City
Mayor, Eric Adams, recently urged public health authorities
to “treat social media as a toxin, ever present in our daily
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environments” [34]. Here, the implied orientation is toward
information consumers.

Despite the use of environmental metaphors, environmen-
tal health frameworks have been underused to understand
public health–related information challenges. From a public
health perspective, the information environment has been
defined as an adaptive space that includes content from
traditional and web-based media and in-person sources and
technology to access and process this content [35]. This
paradigm highlights several mechanisms of misinformation
spread and corresponding opportunities for intervention:
altering the dose of information of variable integrity to

which an individual is exposed, influencing an individual’s
receptivity to toxic misinformation, assessing the threat posed
by a claim or narrative (referred to as hazard identification),
and mitigating the harms of information hazards through
multipronged approaches (hazard management) (Figure 3).
Detailed definitions and examples of each of these interven-
tion types are provided in the “Methods” section.

By applying these 3 models, this study sought to identify
gaps and opportunities in an aggregate view of pandemic-
related infodemic management interventions and to assess
the use of public health frameworks to broadly structure and
strategize responses to infodemics.

Figure 3. Environmental health framework.
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Methods
Data Collection
This analysis drew on a dataset of infodemic management
interventions aiming to address the effects and spread of
misinformation that was previously developed as part of a
report commissioned by the National Academies of Sci-
ences, Engineering, and Medicine, which ultimately led
to a peer-reviewed publication [8,36,37]. These interven-
tions, which were identified between October 2022 and
January 2023, include guidelines, policies, and tools from
local and federal governments, public health departments,
nonprofits, universities, technology and media companies,
and other organizations [8]. The original authors identi-
fied these interventions through searches of the follow-
ing sources: academic literature about infodemics and
infodemic management; gray literature from organizations
including federal agencies, nongovernmental organizations,
and technology companies; and websites from state and local
health departments [8,36]. Interviews with key informants
were used by the original authors to identify additional
interventions [36]. We expanded this dataset to include
additional interventions lacking from the original dataset,
focusing on interventions performed by professional societies
that were identified through a similar search strategy,
and reviewing the websites and resources of medical and
scientific societies. As many societies’ interventions were
undertaken without either a publication or a description of
such interventions on the societies’ websites, the goal with
this expansion was to be illustrative of these interventions and
not exhaustive. The final dataset consisted of 379 interven-
tions and can be made available upon request.
Data Analysis
We used framework analysis, a form of qualitative content
analysis useful for applied health policy research [12,13].
Framework analysis provides a comprehensive and system-
atic approach to describe, interpret, and identify patterns
in policies and procedures [12,14]. Codes based on the-
matic frameworks are applied to cases, allowing data to
be compared across and within cases [13]. Through apply-
ing frameworks to a given topic, framework analysis can
assess the relevance of public health analogies that are
frequently applied to health infodemics but have yet to
be rigorously defined in this context. Studying multiple
frameworks allows for a more comprehensive lens to examine
the many dimensions to an issue such as misinformation [13].

Five steps are involved in framework analysis: (1)
familiarization, in which the researchers become immersed in
the data and reflect on patterns; (2) identifying the the-
matic framework, based on emerging themes; (3) index-
ing, or coding components of the data that correspond
to themes; (4) charting, which involves rearranging data
based on themes; and (5) mapping and interpretation,
when themes are analyzed through the charts [12]. We

first familiarized ourselves with the data by reviewing the
intervention descriptions and websites in the dataset. The
thematic frameworks were identified based on prior literature
cited in the introduction that provide a range of perspectives
to conceptualize misinformation. We developed a coding
scheme of deductive codes drawn a priori from the compo-
nents of the frameworks. This coding scheme accommodated
additional inductive codes that emerged through the coding
process.

The epidemiological model included the following
codes: prevention, social listening, risk assessment, and
response. Prevention activities proactively protect popula-
tions and information networks from the adverse effects
of an infodemic. Social listening activities identify and
track harmful (web-based) narratives [38]. Risk assessments
determine which narratives require intervention based on
factors such as its spread over time, the channels in which
it is disseminated, and the communities it affects, with the
goal of avoiding expending limited resources on or giving
oxygen to low-impact narratives [38]. For example, narratives
about vaccines causing infertility that are disseminated widely
in the press and on social media during a pandemic would be
considered high risk [38]. Finally, rapid responses curtail the
spread of harmful information.

The codes derived from the socioecological model
included individual, interpersonal, community, organization,
and public policy, referring to the societal level at which
influence was exerted on the information environment [19].
A public policy intervention was considered to be “a choice
made by government to undertake some course of action”
involving goals and means of reaching them [39].

The following codes were applied for the environmental
health model: dose (which could be further specified as
increasing high-integrity information exposure, decreasing
low-integrity information exposure, or influencing absorp-
tion), receptivity, hazard identification, and hazard man-
agement. Drawing from toxicology, “dose” refers to the
concentration of low-integrity information compared with
high-integrity information, defined as information that is
“trustworthy; distinguishes fact from fiction, opinion, and
inference; acknowledges uncertainties; and is transparent
about its level of vetting,” [40] and the degree of absorp-
tion of this content [41]. Hazard identification and manage-
ment are conducted by organizational and governmental
entities engaged in infodemic management and information
integrity protection. Analogously to toxicology approaches,
hazard identification refers to assessing the health effects
of an information toxin [42]; hazard management describes
multipronged approaches to evaluating and mitigating the
threats posed by such a toxin. While structural determinants
(eg, health care access or socioeconomic marginalization)
influence the information environment, we did not code for
this domain in order to focus on the individual components of
the information environment that are specific to this model.
Examples of each of these codes are given in Table 1.
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Table 1. Example interventions corresponding to each environmental health code.
Code Examples Examples
Dose InVID assists journalists in assessing the reliability of videos on social media, thus facilitating

the sharing of high-integrity videos while inhibiting the further spread of low-integrity videos.
[43]

Receptivity Interland is a game developed by Google that teaches young children to distinguish truths from
misinformation on the web.

[44]

Hazard identification Logically tracks misinformation campaigns to understand threats to national security,
corporations, nonprofits, and elections.

[45]

Hazard management CrossCheck, a program run by First Draft, promotes collaboration and resource sharing for
journalists responding to misinformation. The Vaccination Community Navigator Program
similarly takes a multipronged approach in educating community health workers to boost
vaccine confidence.

[46]

Coding was conducted in an iterative, discursive process. One
author (JNJ) coded the entire dataset in batches, document-
ing evolving code definitions and interpretations of the data,
where relevant, multiple codes were applied to the same
intervention. After each batch, 2 of the authors met to discuss
uncertainties and insights that arose, such as ambiguities
in the code definitions and emerging patterns in the data.
Coding was conducted iteratively, until thematic saturation
was reached [47]. Then, DS independently coded a ran-
dom sample of approximately 20% of the dataset. Codes
were reviewed to ensure alignment and discrepancies were
resolved through discussions between both authors.

Results
Overview
Overall, 379 interventions were included in the final analysis,
including 14 interventions from professional societies that
were identified through the expanded search. The 3 frame-
works lended distinct insights into the functions and
capacities of the interventions (Table 2). The applications
of each of the frameworks are described in detail in the
subsequent sections. For further details on the coding results
and representative interventions, see Multimedia Appendix 1.

Table 2. Insights from the 3 frameworks.

Key finding Framework Supporting evidence
Infodemic management
recommendations

Risk assessments are often value-
based or poorly defined.

Epidemiological framework Vague or absent language about how
risk assessments are conducted.

Risk assessments should be rigorous,
objective, and transparent about how
community values are incorporated into
decision-making.

Interventions are skewed toward
acting at the individual level and
often focus on only 1 level of
influence.

Socioecological model Most interventions were focused on
either individuals alone or individual
members of organizations, rather than
implementing structural change with
community, interpersonal,
organizational, or policy
interventions. Only 11% of
interventions received more than 1
socioecological code.

Interventions acting at the interpersonal,
community, organizational, and policy
levels should be explored, and structural
barriers to implementing interventions at
these levels should be identified and
overcome. Collaborations should involve
interventions targeting multiple levels of
the socioecological spectrum.

Interventions often lack
mechanisms to reach their
intended audiences (ie, the Field
of Dreams Fallacy) [48].

Socioecological model Abundance of resources and tools
that lacked connections to established
workflows and organizations within
the socioecological spectrum.

Interventions should be developed in
partnerships with the organizations that
are intended to use them.

Interventions place a greater
emphasis on increasing high-
integrity information rather than
decreasing low-integrity
information.

Environmental health
framework

More than 3 times as many
interventions address high-integrity
as low-integrity content.

Interventions that decrease the spread of
low-integrity information should be
developed.

Demographic factors are
emphasized when addressing
receptivity to misinformation,
while psychological factors are
overlooked.

Environmental health
framework

Focus on targeting racial, cultural, or
age-related communities.

Interventions should consider approaches
to segmenting audiences based on
personas and psychobehavioral factors.

Interventions that address
receptivity tend to involve a one-
time action rather than
longitudinal education.

Environmental health
framework

Prevalence of self-contained courses,
games, handouts, etc, that lack
mechanisms to reinforce instruction
over time.

Media literacy initiatives should
incorporate mechanisms for longitudinal
instruction on detecting and responding
to misinformation.
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Key finding Framework Supporting evidence
Infodemic management
recommendations

Few organizations are equipped
to implement hazard management
approaches, despite increasing
awareness that such approaches
are critical.

Environmental health
framework

Overrepresentation of tool kits,
handbooks, and other resources
lacking direct action in the hazard
management category.

Media, public health, and government
agencies should adopt hazard manage-
ment approaches.

Epidemiological Framework
By distinguishing between the stages of an infodemic, the
epidemiological framework highlighted critical distinctions
in the foci of interventions that emerged in response to a
specific ongoing or predicted infodemic. This framework was
less relevant to interventions that addressed general compo-
nents of misinformation that were agnostic of a particular
crisis, such as tools providing assessments of the credibility
of information sources. The framework also did not apply to
interventions that lacked a clear audience or mechanism of
impact.

In total, 50% (189/379) of interventions were engaged in
activities intended to prevent an infodemic itself, in contrast
to preventing an individual from falling for misinformation
amid an ongoing infodemic. Prevention activities were most
prominent when the amount of misinformation was low.
Moreover, 19% (73/379) of interventions conducted social
listening, monitoring conversations, concerns, claims, and
news, online or offline [49]. Social listening tools most often
analyzed social media feeds and datasets. The degree of
analysis varied widely, from tracking misinformation with
artificial intelligence to descriptive statistics on rumor spread.
Seven percent (28/379) were risk assessment interventions
that assessed the severity or status of an infodemic to inform
whether and to what extent a response was needed. These
interventions not only provided data that could be relevant to
a risk assessment, such as the amount of spread of a rumor,
but conducted the risk assessment itself. Most interventions
(286/379, 76%) responded to an ongoing infodemic, primarily
through fact-checking, debunking, and amplifying reliable
information and sources. They also conducted prebunking to
address topics for which misinformation is already wide-
spread.
Socioecological Model
The socioecological model allowed for a better understand-
ing of the key groups and audiences that are affected by
or are in a position to address misinformation. Applying
this framework revealed a skew toward interventions that
acted at the individual level, rather than the interpersonal or
community levels. While most interventions were directed
toward organizations, they required exposure or uptake by
individual members, rather than spurring structural change
within the organization overall. In addition, interventions
often lacked a clearly defined target group and means of
reaching this audience. By revealing these shortcomings, the
socioecological model shed light on opportunities to align
valuable resources with the groups with the greatest capacity
to leverage them.

We identified 150 (40%) interventions that acted at the
individual level. These interventions included media literacy
and prebunking initiatives, repositories of reliable informa-
tion, fact-checks and debunks, and tools evaluating the
credibility of claims and sources, when these tools were
intended for use by the general public. Interventions acting
at the interpersonal level, such as an app that provides
guidance about discussing vaccines with friends, were the
least common, representing only 2% (9/379) of this data-
set. Eleven percent (42/379) of interventions were commun-
ity-level, targeting groups based on educational systems,
geographic regions, and racial or ethnic identities, as well
as social networks. The interventions often included content
or dissemination strategies tailored to a community’s needs.
The 178 (47%) organization-level interventions primarily
provided resources and tools that were intended for members
of a profession, such as journalists, researchers, physicians,
teachers, librarians, policy makers, or organizational bodies.
These resources included infodemic management tool kits,
communication materials, social listening platforms, media
literacy curricula, reporting guidelines, and social media
policies. There were 39 (10%) public policy interventions.
Most of these policies were developed by federal govern-
ments. Two came from the United States; other regions
included Singapore, Australia, the United Kingdom, France,
Egypt, Germany, and the European Union.
Environmental Health Framework
The environmental health framework allowed for a more
nuanced perspective on the mechanisms through which
interventions interacted with the information environment.
By outlining a variety of components that contribute to
the information environment, this framework underscored
the importance of contextualizing misinformation within
information networks and audiences.

Most interventions (244/379, 64%) targeted the dose
of high- and low-integrity information. More interven-
tions increased the amount of high-integrity information
(155/379, 41%) rather than decreasing the volume of
low-integrity information (44/379, 12%). We identified 61
(16%) interventions that addressed receptivity to misinfor-
mation. Most of these interventions involved media liter-
acy education, including curricula, games, infographics, and
web-based courses. Seventeen percent (65/379) of interven-
tions conducted hazard identification by assessing the dose
or toxicity of misinformation. These interventions were
primarily resources and tools for professionals, particu-
larly infodemic managers, public health communicators,
and journalists. The interventions involved content verifica-
tion, social listening, credibility assessments, and fact-check-
ing. Seventy (19%) hazard management interventions took
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a comprehensive and higher-level approach to addressing
misinformation that went beyond any 1 particular interven-
tion. They often took the form of tool kits, handbooks,
field guides, and frameworks intended to inform professional
hazard management activities, rather than conducting hazard
management themselves.
Crosscutting Insights
We identified several findings that suggest opportunities
for future interventions relating to the use of technology,

coordination, and sustainability that surfaced from a
combination of all 3 frameworks (Table 3). For exam-
ple, some interventions such as artificial intelligence–pow-
ered chatbots suggested an overzealous application of new
technologies that lacked grounding in user needs. Perhaps
owing to the urgent and unprecedented nature of the
COVID-19 pandemic, interventions were often duplicative
and short-lived.

Table 3. Crosscutting insights.
Key finding Supporting evidence Infodemic management recommendations
Greater strategic direction to align theories of
change with desired impact is needed.

Unclear distinctions between efforts to address
acute compared with endemic misinformation
as well as efforts engaged in prevention versus
response. The intended audiences of interven-
tions also tended to be poorly defined.

Interventions should specify the nature of the
infodemics they are intended to address, intention-
ally select a guiding framework, and address the
unmet needs of a specific audience.

Technological tools are often built and used
without adequate need finding.

Prominence of tools such as chatbots enabled
by technology that do not clearly fill a well-
defined need.

The design process for interventions should center
around identified needs rather than the tool.

Lack of coordination or pervasive
duplication of efforts.

Very few initiatives included cross-sector
collaboration; those that did were not
sustainably funded to persist beyond the
pandemic. A number of initiatives duplicate
work and effort (eg, see “tool kits”).

Sustainable cross-disciplinary or sector
coordination mechanisms may be required to
support effective and ethical infodemic
management initiatives [50].

Short-term funding opportunities early on in
the COVID-19 pandemic were not conducive
to long-term sustainability.

Many interventions had concluded or had
websites that had not been recently updated.

Sustainability given funding trends should be a key
consideration when developing interventions.
Funding programs should include support to
sustain efforts beyond immediate crises and collect
longitudinal data.

The role of incidental information exposure
compared with intentional information
consumption was rarely accounted for.

Interventions frequently made unsupported
assumptions about the degree of agency
individuals have in the information they
encounter.

Future frameworks should incorporate the
distinction between incidental information
exposure and intentional consumption.

Discussion
In our analysis, the epidemiological, socioecological, and
environmental health frameworks shed light on trends, gaps,
and opportunities among counterinfodemic interventions.
The epidemiological framework revealed an opportunity
to implement more robust and transparent risk assessment
measures in partnership with communities to triage rumors
and allocate resources, particularly as more evidence emerges
on the threats posed by various claims and narratives. By
relying on value judgments, the risk assessments in the
interventions in this dataset risk undermining trust and
expending limited resources on low-impact efforts. Instead,
the World Health Organization recommends developing risk
assessment matrices that synthesize considerations such as the
timing of a narrative, its spread on various platforms, and
the impacted communities to categorize narratives as high,
moderate, or low risk, and positive sentiment [38].

The socioecological framework demonstrated the need
to target higher levels of influence through collaborations
spanning multiple levels, reinforcing a finding from the
original analysis of this dataset [8]. Scholars have recently
argued that the outsized attention given to individually framed
behavioral interventions “pollutes” the discourse and diverts

attention from structural interventions [51,52]. This trend was
replicated in our dataset, where structural change through
public policy or enduring platform adjustments was rarely the
priority. As with other complex public health challenges such
as diabetes or drug overdoses, structural-level interventions
coordinated with efforts acting at other levels of the socioeco-
logical spectrum are likely to be more effective and sustain-
able than individual-level efforts in the case of infodemic
management. Policy efforts to protect children from social
media–related harms have garnered significant attention, most
notably in the US Surgeon General’s recommendation to
display warning labels on social media [53]. Despite their
limitations, related legislation, such as the Stop Addictive
Feeds Exploitation [54], offers potential models for analogous
efforts to mitigate the harms of digital infodemics

The socioecological framework additionally revealed the
importance of avoiding the Field of Dreams Fallacy [48],
as many interventions neglected to specify mechanisms
to reach their intended audiences. While the speed of a
response is often prioritized in an emergency, the resulting
lack of alignment with existing efforts may prove harmful
in infodemic management due to the resource and trust
barriers to maintaining strong relationships with community
partners. Sustaining proactively developed partnerships is
needed to increase the uptake and sustainability of infodemic
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interventions, particularly the tool kits and other resour-
ces that were often deployed independently of established
partnerships in this dataset.

The environmental health framework provided a structure
for systems-level, multipronged approaches that influence
the information environment as a whole (Figure 4). A key
finding was that reducing exposure to low-integrity informa-
tion, which digital platforms can implement through content
moderation, deplatforming, and algorithmic adjustments, was
a notable gap. Amid the growing politicization of content
moderation, many social media platforms have recently
rolled back these efforts [11,55]. Differing perceptions of

trustworthiness and integrity may also reduce the efficacy of
content moderation or even lead to further polarization [6,56].
Regulating algorithmic recommendation and amplification
may encourage platforms to prioritize high-integrity content
while protecting First Amendment rights [57]. While the
answer to bad speech was once considered to be “more
speech” [58], in the social media era, it is now recognized that
freedom of speech does not equate to freedom of reach [59].
Current revenue models incentivize platform architectures
and algorithms that promote content that provokes negative
emotional reactions, particularly anger [60].

Figure 4. Opportunities for intervention based on the environmental health framework. Points of intervention within this framework are represented
by green nodes; for example, interventions can modify individual receptivity to misinformation. The shift in the composition of the information
environment toward high-integrity information and subsequent reduction in harmful behaviors as a result of these interventions is indicated with
green arrows. Structural contributors influence these dynamics but were not a focus of the present analysis.

While many interventions used demographic characteris-
tics to target the information environments of particular
communities, psychobehavioral segmenting may allow for

more precise tailoring of messages to individuals uniquely
receptive to misinformation (eg, those who engage in
absolutist thinking) [61,62]. An information environment
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perspective additionally suggests that initiatives based on
inoculation theory could expand their impact through
longitudinal rather than one-time modes of engagement and
by reaching a saturation point that displaces low-integrity
information. Hazard management approaches are critical
to address an issue as pervasive as an infodemic. Such
approaches were uncommon in our dataset, however, likely
due to the funding, coordination, and sustainability chal-
lenges. Strong governance and financial support are needed
to enable key stakeholders, including media, public health,
environmental scientists, and government, to create and
sustain hazard management approaches, potentially follow-
ing models such as the Elections Infrastructure Information
Sharing and Analysis Center [50].

Several key crosscutting considerations emerged (Table
3). Infodemic management interventions could benefit from
greater strategic direction regarding the theories of change
applied in various settings. The intended mechanism and
audience of an intervention should be informed by a
framework that aligns with the relevant type of informa-
tion distortion. For example, while misinformation is often
considered as part of acute infodemics, endemic misinforma-
tion unrelated to particular health events may require different
theories of change, use of alternate frameworks (eg, socioeco-
logic or environmental), and corresponding interventions. Too
often, the development of tools using novel technologies such
as generative artificial intelligence centered the technology
itself, rather than a need they are intended to address.
Need-finding processes must be incorporated into the design
of technologically enabled interventions to maximize their
potential impact. Design-thinking principles, for example,
provide an approach to explore stakeholders’ needs and
develop tailored solutions [63].

Funders and stakeholders involved in the interventions
were often fragmented and uncoordinated, leading to
duplication and unstrategic allocation of resources. Well-gov-
erned and funded coordination mechanisms, perhaps modeled
on Elections Infrastructure Information Sharing and Anal-
ysis Center, offer an opportunity to streamline resources
while diversifying efforts. Since many efforts to counter the
COVID-19 infodemic were not sustained after the immedi-
ate threat of the pandemic subsided, funding structures that
support longitudinal and crisis-agnostic efforts are needed.
Interventions rarely accounted for the distinction between
incidental exposure and intentional information consumption.
While a consumptive lens suggests that individuals make
conscious decisions about the information they encounter,
from an exposure-based perspective, individuals are subject
to influence by information within their environments.
Incorporating this distinction into future frameworks may

illuminate new approaches for interventions. Overall, by
testing these frameworks in our dataset, we identified their
strengths and weaknesses, allowing for iterative adaptation to
the infodemic management context.

Our analysis was limited in that not all components of the
interventions that we considered, such as reach and distribu-
tion, were typically reported. As a result, it was sometimes
necessary to make inferences about goals and impacts. Many
interventions lacked information about time and scale, which
resulted in organizing the data in a way that gave the same
prominence to small- and large-scale initiatives. This lack of
information biased the data toward smaller-scale initiatives,
although large-scale initiatives likely had a broader impact.
Many of the codes we applied were subjective, not mutu-
ally exclusive, and reliant on interpretation, a limitation that
was exacerbated when details of an intervention were not
available. For example, for the epidemiological framework,
prevention and response entail critically distinct activities,
but we were unable to distinguish between these 2 foci
when information about the stage of the infodemic at which
an intervention was deployed was not provided. There was
also at times overlap in the insights derived from each
framework; our analysis attempted to focus on the dominant
framework that surfaced a given insight. The dataset used
in this study is not exhaustive; notably, given the focus on
terms such as “infodemic management,” a term that emerged
during the COVID-19 pandemic, interventions that predate
the pandemic may have been underrepresented. Our study
was designed to be illustrative, not exhaustive, so it did not
use systematic search criteria. This study considered only 3
frameworks, which were chosen based on their prominence
in public health and misinformation discourse; future work
should consider additional frameworks to illuminate further
findings. For example, recent work has adapted a public
health prevention framework to infodemic management [64].
Finally, we acknowledge that the feasibility of our recom-
mendations may be limited given resource constraints and an
evolving evidence base.

In this study, we used a framework analysis using 3
public health frameworks to illuminate emphases and gaps
in interventions to address the COVID-19 infodemic. While
many opportunities to expand the reach and impact of
interventions were identified, it was also clear that the
landscape of infodemic management approaches lacks an
overarching strategy and entity responsible for coordinating
and evaluating activities. In preparation for future info-
demics, emphasis should be placed on multisector collab-
oration, alignment with measurable and meaningful goals,
and top-down approaches to determining and implementing
strategies.
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