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Abstract

Background: Dementia misconceptions on Twitter can have detrimental or harmful effects. Machine learning (ML) models
codeveloped with carers provide a method to identify these and help in evaluating awareness campaigns.

Objective: This study aimed to develop an ML model to distinguish between misconceptions and neutral tweets and to develop,
deploy, and evaluate an awareness campaign to tackle dementia misconceptions.

Methods: Taking 1414 tweets rated by carers from our previous work, we built 4 ML models. Using a 5-fold cross-validation,
we evaluated them and performed a further blind validation with carers for the best 2 ML models; from this blind validation, we
selected the best model overall. We codeveloped an awareness campaign and collected pre-post campaign tweets (N=4880),
classifying them with our model as misconceptions or not. We analyzed dementia tweets from the United Kingdom across the
campaign period (N=7124) to investigate how current events influenced misconception prevalence during this time.

Results: A random forest model best identified misconceptions with an accuracy of 82% from blind validation and found that
37% of the UK tweets (N=7124) about dementia across the campaign period were misconceptions. From this, we could track
how the prevalence of misconceptions changed in response to top news stories in the United Kingdom. Misconceptions significantly
rose around political topics and were highest (22/28, 79% of the dementia tweets) when there was controversy over the UK
government allowing to continue hunting during the COVID-19 pandemic. After our campaign, there was no significant change
in the prevalence of misconceptions.

Conclusions: Through codevelopment with carers, we developed an accurate ML model to predict misconceptions in dementia
tweets. Our awareness campaign was ineffective, but similar campaigns could be enhanced through ML to respond to current
events that affect misconceptions in real time.

(JMIR Infodemiology 2022;2(2):e36871) doi: 10.2196/36871
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Introduction

Overview
Negative language and opinions concerning dementia are
common on social media platforms [1]. On Twitter, dementia
is ridiculed, and stigma surrounding the condition is perpetuated
[2]. Stigma toward dementia has been attributed to many
different factors, including the loss of independence and
functioning the condition can cause [3]. An important factor
identified from a systematic review is the myths and
misconceptions surrounding dementia; this lack of education
around the truth of this condition leads to people forming
negative, incorrect beliefs about the condition that are
represented by stigma [4]. These misconceptions have also been
said to directly influence how communities and families respond
to people with dementia [5]. In our past work investigating
negative language around dementia on Twitter alongside carers,
we found that these misconceptions underlie the negative
comments found on the platform and concluded that addressing
these directly would help promote awareness and education for
dementia rather than simply correcting negative language
represented by stigma [6]. With a daily average of 500 million
tweets [7], identifying misconceptions quickly can only be
carried out with machine learning (ML) [8]. Studies have found
that ML models are as accurate as humans in recognizing stigma
toward bipolar disorder and general mental health issues in
social media posts [9,10] and stigma toward dementia in tweets
[2]. However, although Oscar et al [2] attempted to sort tweets
into a wide range of categories, we focus solely on the
identification of misconceptions, with the full involvement of
care partners for those living with dementia to maximize
involvement of the community [11,12] and to minimize bias in
supervised ML [13]. As supervised models are trained on a
given set of classifications, we argue that these classifications
should be curated with the community.

Only identifying misconceptions will not change public
perceptions; however, by identifying people who are posting
them on Twitter, these people can be targeted by an educational
awareness campaign. To our knowledge, this form of campaign
has not yet been undertaken on a social media platform. Similar
campaigns around dementia have either focused on awareness
around risks for developing dementia [14] or have been
delivered through other mediums [15]. An awareness campaign
on social media for dementia would therefore be more
comparable with campaigns that reduce stigma and
misconceptions of mental health problems such as the Time to
Change antistigma campaigns [16]. These have been effective
at increasing positive attitudes toward mental health and
reducing discrimination by 11.5% [17,18]. This has in turn
helped those with mental health difficulties feel more able to
approach mental health services [19]. Although dementia is a
neurodegenerative disease, rather than a mental health condition,
these findings suggest that an awareness campaign run on
Twitter could be effective in reducing misconceptions around
dementia. However, these campaigns are run over long periods,
and other factors, such as global events, may also mediate or
affect this change (eg, Budenz et al [20] showed that mental
health stigma significantly increases after a shooting). We

therefore sought to track global events in relation to our
campaign to observe how our campaign works in a real-world
environment where news stories can shape discussions on social
media.

We aimed to codevelop a supervised ML model that can detect
dementia misconceptions on Twitter with dementia care partners
central to the analytical pipeline and to co-design and then
deploy an awareness campaign on Twitter to address these
misconceptions. Furthermore, we aimed to use the ML model
to evaluate the effectiveness of our campaign in reducing
misconceptions and track global events that affected
misconceptions during the campaign period.

Background
This study is built upon our previously published work that
qualitatively examined conversations about dementia on Twitter,
working with carers of people living with dementia [6]. We
held 3 focus groups with them, across which, they defined search
terms for finding both negative and neutral tweets about
dementia and developed a framework of 6 categories to classify
tweets about dementia with 3 misconception categories and 3
neutral categories. A set of 1500 tweets was rated by care
partners into these categories, 6 of them, each categorizing 250.
Our previous study [6] covered a thematic analysis of the tweets
rated as misconception categories by our group of care partners.
For this study, we carried forward the obtained search terms to
collect further tweets about dementia and used the set of 1500
categorized tweets by carers to develop an ML model based on
their choice of categorization.

Methods

Design
This was a mixed methods study using participatory methods
across 2 stages.

Stage 1 involved developing an ML model to distinguish
between misconceptions and neutral tweets; stage 2 involved
developing, deploying, and evaluating an awareness campaign
to tackle dementia misconceptions.

We sought carer opinions across both stages to ensure our
methodology was grounded in their perspective [11,12].

Ethics Approval
The study was granted ethics approval from the King’s College
London Psychiatry, Nursing, and Midwifery Research Ethics
Committee (reference HR-19/20-14,565).

Participants
Participants (care partners for people living with dementia) were
recruited if they had unpaid experience of caring for someone
close to them with a diagnosis of dementia from the Maudsley
Biomedical Research Centre’s dementia research advisory group
(MALADY) [21] and Join Dementia Research, a United
Kingdom–wide web-based platform hosted by the National
Institute of Health Research. Participants were excluded before
data collection if they were unable to give consent or were aged
<18 years. Participants were asked for their demographic
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information so we could provide characteristics of the carers codeveloping our model and campaign (Table 1).

Table 1. Participant characteristics (N=7).

ParticipantsCharacteristics

5 (71)Sex (female), n (%)

63.33 (11.79)Age (years), mean (SD)a

Ethnicity,  n (%)

6 (86)White British

1 (14)Black or Black British

Employment status, n (%)a

1 (14)Employed (part time)

1 (14)Self-employed

3 (43)Retired

1 (14)Employment and Support Allowance

8.83 (6.59)Years being a carer, mean (SD)a

an=1; missing data.

Tweet Extraction (Data Collection)
In our previous work, we held a focus group with carers to
generate a list of dementia-related keywords, both negative and
neutral, for tweet extraction [6]. For this focus group,
participants first discussed their experiences with dementia
being mentioned on Twitter in a 45-minute discourse facilitated
by a research assistant. Afterward, participants were each given
an iPad that they used to browse Twitter and were told to input
search terms they thought might bring up either negative or
neutral tweets about dementia. They then examined the tweets
that came up from their search and noted how relevant they felt
each search term they used was. Participants could freely discuss
this task with each other as they completed it. They collectively
agreed upon the most useful keywords that brought up both
negative and neutral tweets about dementia. These were used
to extract tweets using Twitter’s streaming application
programming interface [22] with “Tweepy” [23] over 2
extraction phases. The final keywords are indicated in Table S1
in Multimedia Appendix 1 [2,24-29].

The first extraction was performed in our previous study and
provided tweets for our carers to rate and were extracted over
a 3-day period (February 4, 2020, to February 7, 2020) to ensure
that the tweets were not overly affected by a particular daily
event. We collected 48,211 tweets relating to dementia: 35,704
(74.06%) using neutral terms and 12,507 (25.94%) using

negative terms. A random sample of 750 tweets with negative
keywords and 750 with neutral keywords was extracted for the
development of our ML models (N=1500).

The second extraction consisted of 96,356 tweets using the same
keywords. We used subsets of this sample to (1) validate our
best performing models, (2) explore differences in features for
our best performing model, (3) evaluate the effectiveness of our
campaign, and (4) understand how global events affected
misconceptions during our campaign. We used a much larger
date range for the second extraction (February 23, 2020, to April
8, 2021) to ensure that enough tweets from the United Kingdom
were extracted, particularly for data collection before (February
23, 2020, to December 2, 2020) and after (January 28, 2021, to
April 8, 2021) our campaign. Figure 1 provides an overview of
our data sets and procedure.

All tweets collected were original, not retweets. In line with
community principles on ethical data practices guidance, all
tweets viewed by participants were anonymized to avoid
identifying specific individuals [30]. Anonymization included
manually removing screen names; specific individuals being
mentioned in tweets were censored, unless they were a particular
public figure (eg, Donald Trump). It was decided that a
mentioned individual was a “public figure” through looking up
their username, and if their account was “verified” (representing
the account being both genuine and notable), they were deemed
to be a public figure.
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Figure 1. Tweet extraction diagram.

Procedure

Stage 1: ML

Participatory Involvement

Our model developments had oversight from 7 care partners
who attended focus groups and categorized 1500 tweets into
neutral and misconception themes. These categories were taken
from data used in our previous study [6], where participants
built and refined a framework of categories across 2 focus
groups, which they then used to rate a set of 250 tweets that
they were given (6/7, 86% of the original carers did this
process). Half of the categories (3/6, 50%) were agreed upon
as different forms of misconceptions and the other half (3/6,
50%) were agreed as different forms of neutral tweets (further
detail reported in the study by Hudson and Jansli [6]). We
therefore could take each half of the categories and use this set
of data as tweets rated as misconceptions, neutral, or neither for
the purpose of this study. The number of tweets rated by each
participant was collectively decided by the carers as a sample
size they could comfortably categorize manually. This size was
also manageable from the standpoint of fact-checking tweets,
which we left up to the carers’ discretion. Carers identified
“features” (words or characteristics of tweets) that indicated
whether a tweet was a misconception or a neutral tweet. They
were told about the nature of features in ML, as we did this to
ensure that their involvement at this stage was informed, and
they fully understood their contribution to the ML model through
this task. They were shown a set of tweets rated by another
participant and asked to identify any features that they felt
indicated whether a tweet was a misconception and how reliable
the feature was. The features considered the most reliable were
then taken forward by us to be used in the ML model (Table S2
in Multimedia Appendix 1). Carers also evaluated and selected
the best model through a blind validation exercise. Finally, they
emphasized accuracy and the number of false negatives to be
the key parameters for comparing the performance of different
models. Through this, we ensured that our models could be held
up to the carers’ standards and would therefore be developed
according to what they felt was most important.

Importantly, the carers are included as authors on this paper
and, as such, have read through and have been able to make
comments throughout the writing of this manuscript. Through
this, we ensure that we have successfully codeveloped our ML
model, awareness campaign, and the paper itself, with the carers.

Preprocessing of Tweets

In accordance with the literature, tweets were preprocessed,
which involved them being lemmatized first [31]. This ensured
the words in the tweets were in their stem form (eg,
“depression,” “depressed,” and “depressing,” would all be
converted into “depress”); this removed typos and focused on
the meaning of words. We then removed “stop words” to reduce
noise as done in previous work [31] and tagged each tweet with
the appearance of carer-identified features and extracted 10
additional features based on the literature. This included
sentiment (positive or negative tone) and subjectivity (factual
to subjective) scores via Python’s “TextBlob” library [32]. The
other 8 features were tweet descriptive; for example, the length
of the tweet [33] and average word length [34] (Multimedia
Appendix 1).

Natural language processing methods converted the tweets into
their numerical form [35] and we used term frequency–inverse
document frequency [24] to vectorize our training set with the
default settings in the “Scikit-Learn” library in Python [36].
This generated a data set of features to identify words within
the training set that were related to carer-rated misconceptions
(Multimedia Appendix 1).

Development of the Supervised ML Models

Given the novelty of this work, we compared the ability of 4
classifiers previously used in health data [37] to test their ability
to predict misconceptions. The classifiers used were random
forest [38], gradient boosted decision tree [39], support vector
machine (SVM) with radial basis function, and SVM with linear
kernel [40-42]. Each classifier was created with a 5-fold
cross-validation. Hyperparameter optimization was performed
for each model, prioritizing accuracy and false negatives while
also considering recall and precision. For the random forest and
gradient boost, the parameters optimized were the maximum
depth and the number of estimators. For the SVMs, the cost
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function was optimized. The algorithms for our ML were trained
and tested using Scikit-learn (version 0.24; Python Software
Foundation) in the programming language Python (version
3.9.0) [43].

ML Blind Validation

As models can perform at similar levels of accuracy during
testing [44], we tested levels of agreement between our model
and carers by implementing a validation phase for the top 2
models. This serves as further testing for our ML model on a
set of tweets independent from those used for training, which
is commonly used in validating ML models [45,46]. Our past
research has shown that this additional step can help clarify a
small difference in accuracies and demonstrate a clearer
difference in performance between top-performing models,
confirming that this is an important step [31]. We randomly
selected 150 tweets from our second sample of 96,356 tweets
and split them into 3 batches of 50. A total of 5 care partners
then categorized these tweets as misconceptions or neutral
tweets. Carers were not shown the model’s predicted category
(ie, blind validation). When 2 carers agreed on a tweet’s
category, we took this as the final agreed classification. Tweets
without an agreement on category were rated by another carer
who decided the final classification. Final carer classifications
were compared with our model classifications to investigate
agreement.

Stage 2: Campaign to Reduce Misconceptions on Twitter

Participatory Involvement

Carers codeveloped a campaign to combat misconceptions. This
was done in two stages:

1. Participants were shown previous dementia awareness
campaigns and reflected on what was good and bad about
each of them. They then suggested several different focus
areas for a campaign, detailing what it should include and
how it would address the issue of misconceptions.

2. We combined the suggested focus areas for a campaign,
looking for overlaps between suggestions and, from this,
developed 3 campaign concepts, focusing on the way
language around dementia needs to change, dispelling
specific myths or telling the stories of people behind the
diagnosis. Each carer assessed the campaign concepts and
made suggestions about them including specific quotes to
use. We then created infographics for the campaign concept
that most carers thought was the best, incorporating selected
quotes that were suggested.

Campaign Deployment

We deployed our campaign infographics via our Twitter account
“@DementiaReality” for a period of 8 weeks, from December
3, 2020, to January 27, 2021. The campaign targeted UK-based
individuals who had previously posted tweets with negative
dementia keywords (Table S1 in Multimedia Appendix 1). Our
campaign was followed by a poll which asked, “How has a
recent dementia tweet made you think differently about
dementia?” and Twitter users responded through four choices
(“more positively,” “more negatively,” “no difference,” or
“didn’t see it”). We opted to ask about “any dementia tweet”

to ensure that we did not prompt them to remember the original
tweet.

Campaign Evaluation

We evaluated our campaign by applying our carer validated
ML model through UK-based tweets, posted from 8 weeks
before to 8 weeks after our campaign, from our second tweet
data set (7124 of 96,356 tweets) to compare the prevalence of
dementia misconceptions on Twitter before and after our
campaign. Tweets were identified as being from the United
Kingdom through the use of geographic longitude and latitude
co-ordinates of a reference point (an address specified for all
people living in a particular area) associated with the user who
posted the tweet.

Data Analysis

Stage 1

Manual Coding of Tweets

We performed independent sample 2-tailed t tests and chi-square
tests to investigate which features (both carer-identified and
literature-defined features) significantly differed between
misconceptions and neutral tweets in 1414 tweets. In addition,
we also made use of the sklearn library’s feature selection with
family-wise error in Python to compare this algorithm with our
manual tests and confirm their validity. Only statistically
significant features were used in our ML model to improve
accuracy and reduce noise [47].

Evaluation of the ML Model

We evaluated our models based on accuracy and false negatives
and standard ML metrics [48]. Accuracy answers the question,
“Overall, how often is the model correct?” and the number of
false negatives highlights cases where the model incorrectly
classified a tweet as neutral.

ML Blind Validation

To assess the levels of agreement between carers and our 2 best
ML models, we performed cross-tabulations, calculated a Cohen
κ statistic and a 2×2 chi-square to assess the difference between
the models’ accuracies by examining the proportion of correct
ratings.

Stage 2
We investigated the effect of our campaign on (1) the prevalence
of misconceptions among UK Twitter users who discuss
dementia and (2) sentiment. We tested whether these outcomes
differed in UK-based tweets 8 weeks before and after the
campaign, using chi-square tests or 2-tailed t tests where
appropriate.

Twitter does not allow us to view the users who have been
shown our campaign, so it is not possible to directly assess the
level of misconceptions of those who had been shown the
campaign. To address this, we examined the frequency of
misconceptions tweeted by a given user within our second set
of extracted tweets. To do this, we classified tweets in this data
set using our ML model and examined all identified
misconceptions. We separated the tweets by username and
identified the average number of days between each user’s
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misconception tweets. This way, we could demonstrate whether
people consistently tweet misconceptions and, therefore, that
they would likely to be targeted by the campaign and appear in
our evaluation.

We computed the rolling 3-day average of the prevalence of
misconceptions and sentiment to investigate changes over our
6-month study period (8 weeks before, 8 weeks during, and 8
weeks after the campaign) and used a time series trend to
identify any external influences [49]. To understand how current
affairs affected misconceptions, we calculated the mean and
SD for sentiment and prevalence at each day across this 6-month
period and investigated time points where sentiment and
prevalence were –2 to +2 SD from the mean; that is, statistical
outliers at 95% probability [50].

Results

Stage 1

Feature Extraction
Carers identified 18 features, 13 (72%) for misconceptions and
5 (28%) for neutral tweets. Carers associated the words
“demented” and “senile” as belonging to misconception tweets,
as well as tweets where “Donald Trump” and “Nancy Pelosi”
are mentioned. Tweets with a URL or those with the words
“research” or “memory” were associated with neutral tweets.

Feature Analysis

Carer-Identified Features

Of the 18 features carers identified, 9 (50%) significantly
distinguished misconceptions from neutral tweets. These
included the mention of Donald Trump (11.97% in

misconceptions vs 0% in neutral tweets; χ2
1=81.6; P<.001) and

the occurrence of the word “demented” (46.98% in

misconceptions vs 0.16% in neutral tweets; χ2
1=399.9; P<.001).

Literature-Identified Features

We found significant differences in 8 of the 10 (80%) features
with misconceptions being more negative in sentiment (mean
−0.04, SD 0.30 vs mean 0.16, SD 0.28; t1,412=12.94; P<.001)
and shorter (mean characters 139.31, SD 73.12) than neutral
tweets (mean 178.97, SD 63.04; t1,412=13.71; P<.001).

A full list of features and their significance tests are provided
in Tables S3 and S4 in Multimedia Appendix 1. The significance
of features from our test run by the “sklearn” algorithm was
compared with the manual tests in Table S5 in Multimedia
Appendix 1; the difference was minimal, so we proceeded with
our manual tests in mind.

Manual Coding
Of the 1500 tweets presented to carers, 86 (5.73%) could not
be categorized because the carers felt they could not be sure
whether the tweet was a misconception, leaving 1414 for ML:
637 (45.04%) neutral and 777 (54.95%) misconceptions.

ML Model Evaluation
We evaluated our ML models based on various parameters
(Table 2). The SVM with a linear kernel and the random forest
performed equally well in terms of accuracy (96% each), but
the random forest had 7 false negatives, which was slightly less
than the SVM with a linear kernel which had 10.
Hyperparameter optimization led to our SVM with linear kernel
having a cost function of 0.1 and our random forest having a
maximum depth of 25 and 500 estimators.

Table 2. Machine learning model comparison.

SVM linearSVMc: RBFdGBbRFaParameter

0.960.960.950.96Accuracye

0.040.040.050.04Misclassification rate

0.940.930.940.96Sensitivity

0.990.990.960.97Specificity

0.010.010.040.03False positive rate

0.990.990.970.97Precision

0.060.070.060.04False negative rate

1011107False negativese

1253False positives

0.960.960.950.97Area under the receiver operating characteristic curve

aRF: random forest.
bGB: gradient boost.
cSVM: support vector machine.
dRBF: radial basis function.
eThese parameters were the primary ones used for assessing model performance.
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ML Blind Validation
Carers considered 72% (108/150) of the tweets to be
misconceptions in the validation data set. We then applied our
top two models (SVM with a linear kernel and random forest)
to these 150 tweets to select the best performing model:

• SVM with a linear kernel and carers: there was moderate
agreement (Cohen κ= 0.538, 95% CI 0.403-0.673; P<.001)
with agreement on 79% of ratings; there were 26 false
negatives. The SVM predicted that 58.6% (88/150) of the
tweets were misconceptions.

• Random forest and carers: there was a moderate agreement
(Cohen κ=0.581, 95% CI 0.442-0.720; P<.001), with
agreement on 82% of the ratings and 18 false negatives.
The random forest predicted that 72% (108/150) of the
tweets were misconceptions.

The random forest was significantly more accurate than the

SVM with a linear kernel (n=150; χ2
1=79.9; P<.001).

Stage 2

Campaign Deployment
Our campaign addressed common dementia misconceptions
and outlined facts (Figure 2). The graphics were implemented
by a graphic designer with quotes suggested by the carers and
had a link to more information about dementia on the
Alzheimer’s Research UK website.

These campaign posters were delivered to 239,360 UK Twitter
users who saw at least one of them, and 2.12% (5071/239,360)
of the users responded to our evaluation question. Furthermore,
8.05% (408/5071) of the users reported that the campaign had
a positive impact, 5.70% (289/5071) reported a negative impact,
10.89% (552/5071) reported no impact, and most (3822/5071,
75.37%) users did not remember seeing it.

Figure 2. Our campaign posters advertised on Twitter.

Campaign Evaluation
We classified UK tweets spanning 8 weeks before the start of
our campaign and 8 weeks after the end of our campaign (a total
of 16 weeks, N=4880 tweets; Table 3). A chi-square test of

independence between the 8-week periods before and after our
campaign found no significant difference in prevalence of

misconceptions (N=4880; χ2
1=0.8; P=.36). There was also no

statistically significant difference in sentiment before and after
the campaign (t4878=1.219; P=.22).

Table 3. Differences in outcome measures 8 weeks before and after our campaign.

After the campaign (January 28, 2021, to
March 24, 2021)

Before the campaign (October 8, 2020, to
December 2, 2020)

Period

20032877Total number of tweets (n)

746 (37.24)1035 (35.97)Number of misconceptions, n (%)

0.08 (0.30)0.09 (0.30)Sentiment, mean (SD)

UK-Based Dementia Tweets
We found the prevalence of misconceptions in our set of 7124
UK tweets to be 37%.

Carer-Identified Features

The word “senile” appeared in 13.6% of the misconceptions

compared with 0% in neutral tweets (N=7124; χ2
1=640.5;

P<.001). Tweets with the appearance of the word “caregiver”
did not significantly differ between misconceptions and neutral

tweets (N=7124; χ2
1=3.6; P=.06).

Literature-Defined Features

Sentiment was significantly higher in neutral tweets (mean 0.14,
SD 0.29) compared with misconceptions (mean −0.03, SD 0.28;
t7,122=5.72; P<.001) and word count was significantly shorter
in misconceptions (mean 21.90, SD 14.50) compared with
neutral tweets (mean 33.33, SD 12.85; t7,122=33.56; P<.001).

A full list of feature significances is provided in Tables S6 and
S7 in Multimedia Appendix 1.
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Frequency of Misconceptions
Our model identified 45,865 tweets as misconceptions within
our second set of 96,356 tweets. Table 4 details how often users
usually tweeted about misconceptions.

The vast majority of users (45,011/45,865, 98.14%) only tweeted
misconceptions as a one-off event, multiple times within a day,
or at most within a month. Most users did not continue to tweet
misconceptions long after they had first done so.

Table 4. The frequency of users posting misconceptions.

Tweets, n (%)Frequency

39,837 (86.85)One-off misconception tweet

757 (1.65)Multiple within 1 day

4417 (9.63)Within 1 month

854 (1.86)Over a month

How Current Affairs Affected Misconceptions and
Sentiment Across Our Campaign Period
We identified dates where prevalence was 2 SDs above or below
the mean daily prevalence of misconceptions (mean 38%, SD
11%); that is, <17% or >59%. In total, 8 time points fulfilled
these criteria; 7 above and 1 below. We also identified dates
where sentiment was 2 SDs away from the mean (0.08, SD
0.06); that is, <−0.04 or >0.20. We identified 9 time points: 3
above and 6 below. These points are indicated on Figure 3.

Misconceptions in UK tweets were high, and sentiment was
low on the day former president Donald Trump announced that

he would rather leave the United States than admit defeat to
President Biden [51] (October 18, 2020), with 72% of the tweets
being misconceptions and the average sentiment being −0.07.
Misconceptions were also high and sentiment low during
COVID-19–related events. These included the controversy over
the COVID-19 pandemic restriction exemption for hunting in
the United Kingdom [51] (December 26, 2020), with 79% of
the tweets containing misconceptions, the average sentiment
being −0.11 and when reports of a nurse breaking down over
empty supermarket shelves went viral [51] (March 21, 2021),
with 64% of the tweets containing misconceptions, the average
sentiment being −0.05.

Figure 3. Graph of the prevalence of misconceptions and average sentiment on each day for 8 weeks before, during and after our campaign.

Discussion

Principal Findings
We codeveloped and tested an ML model to automatically
classify dementia misconceptions with 96% accuracy and a
campaign to dispel dementia myths and educate Twitter users
on stigmatizing language. We ensured that carers were at the
core of our analyses through participatory methods throughout
the study. We also show how misconceptions peak and trough
as global events shape the Twitter conversations.

Training a model from carer opinions and involving them
throughout the study (also including them as authors) has yielded

a unique perspective on misconceptions about dementia and
how they impact those affected by dementia. This approach
differs from previous ML approaches that only used
researcher-defined themes [2]. Many features in our study are
well established as stigmatizing words or phrases in the
literature, such as calling those with the condition “demented,”
“senile,” or diminishing them as “not being all there” [52,53].
However, we also show that an indicator of misconceptions was
weaponizing the disease to insult older public figures, most
notably politicians, such as Donald Trump; this is in line with
the findings of our previous study [6].
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Our work improves on previous modeling that detected ridicule
as a form of negativity in dementia tweets at 90% accuracy [2].
This demonstrates the value in using larger data sets for training
models (eg, Oscar et al [2] used only 331 tweets), as larger
training data sets expose a model to a heterogeneous range of
language. We also deployed a validation stage that is not
commonly used, as noted in a systematic review by Wongkoblap
et al [54], so this extra step has no context of comparison within
the literature. Our model performed well and was firmly
established in the opinions of carers with 96% accuracy,
highlighting the effectiveness of community involvement in the
ML pipeline.

The campaign we developed did not yield similar benefits from
carer involvement and showed clear signs of not being effective.
From just our initial polls, we could see the campaign had not
left much of an impact, with the vast majority of people not
remembering seeing it. Similar campaigns on social media
usually assess general awareness of campaigns, without knowing
whether that person has seen it before, and so this lack of
awareness is uniquely poor [14]. This may be because of the
nature of advertisements on Twitter, which are a natural part of
a person’s feed and thus can easily be scrolled past. In
combination with the fact that our funding only allowed for our
campaign to be shown once to most people, our campaign was
likely not able to have much impact. As such, our finding of
little reduction in the prevalence of misconceptions is not
surprising, showing that our campaign was ineffective.

Our finding that levels of misconceptions change in response
to news events also shows how external factors should ideally
be taken into account when running a campaign. By using ML
to categorize large amounts of tweets in a short time, notable
changes can be tracked, and the news stories associated can be
identified, allowing for real-time responses in the campaign,
potentially enhancing its effectiveness.

Strengths and Limitations
This study is built on the firm foundation and involvement of
those caring for people living with dementia. The opinions of
carers were used to fully develop our ML model and our
campaign. This perspective is key to classifying dementia
misconceptions, as carers are greatly affected by them, and so
can provide a unique perspective in identifying tweets that would
be the most harmful. None of our participants had a diagnosis
of dementia, and this would be an important perspective to
incorporate into future work where appropriate. In addition, ML
models such as the ones used in this study benefit from larger
training sets; given the number of carers and tweets that could
reasonably be rated, it is possible that our sample resulted in

overfitting. Future research should incorporate larger samples.
It is difficult to fully account for spelling mistakes and their
frequency within tweets. Although lemmatization accounts for
a great deal of these, some spelling mistakes would make it
more difficult for our model to correctly use these words.
Furthermore, in future research, different approaches to
preprocessing and lemmatization could be used, such as the
Python library Bidirectional Encoder Representations from
Transformers, which has specific uses appropriate for tweets.

Twitter campaigns must competitively bid for “ad space” to
show advertisements to users. This may mean that the target
audience only has a campaign advertisement appear
approximately once on their feed and may explain why 75% of
the users did not remember seeing our campaign. Twitter does
not provide the names of those targeted by our campaign, so
we could not examine the tweets of specific people. Despite
this, by examining the general discourse around dementia from
tweets posted by people in the United Kingdom, we could
indirectly assess how our campaign affected the prevalence of
misconceptions: this indirect assessment of the audience being
a usual way of assessing web-based campaign effectiveness
[14-16]. As we found that the vast majority of users did not
continue to tweet misconceptions, long after they had first done
so, our study is limited by its inability to directly assess those
who viewed our campaign. However, our method of extraction
did not provide an exhaustive list of tweets from each user, and
as such, this does not necessarily assess all tweets of every user;
it is therefore possible that users did indeed tweet
misconceptions over time. In the future, it would be important
to consider directly assessing users and ensuring that they tweet
misconceptions over a long period. Future work must also ensure
a competitive campaign budget so that advertisements are shown
to users multiple times, as sheer repetition may then have an
effect. It is not possible to distinguish world events from the
effect of our campaign through this study. Our examination of
news stories suggests that they can have an impact on the use
of language related to dementia in discussions on Twitter.

Conclusions
This study showed how accurate ML models can be developed
alongside carers of people with dementia, highlighting the
effectiveness of codevelopment alongside individuals with
relevant personal experience. Unfortunately, our campaign
seemed unimpactful and ineffective in practice, but from this,
we can see the potential in using ML models to assess
campaigns. Such assessment could be done in real time,
combined with tracking news stories that affect levels of
misconceptions, which could be used to tailor the campaign to
relative news stories.
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